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WikiWhat?

● Encyclopedia
● Volunteer-run
● No staff editors

● Wiki software
● GPL
● Volunteer and 

staff devs
● 3rd party users

● Movement
● WP + sister 

projects
● Non-profit 

foundation



  

Fundraising



  

Small budget

● Budget: $28.3 million (2011-2012)
● Tech budget: $12.4 million (44%)
● ~480 servers (+210 not yet in production)
● ~95 staff, ~40 in technology
● This is nothing compared to Google, Microsoft, 

Yahoo, Facebook
● 2008-2009: $6M budget, 26 staff
● Infrastructure focus: cheap



  

Open source philosophy

● Wiki content is CC-BY-SA / GFDL
● Dual-licensed for historical reasons
● Both are copyleft licenses (like GPL) for text that 

isn't code

● MediaWiki is open source (GPLv2+)
● This presentation is CC-BY-SA

● It's down in my contract

● Servers run Ubuntu
● Everything we run is open source (almost)



  

Infrastructure



  

Datacenter locations

● Tampa, Florida, USA (pmpta & sdtpa)
● Primary datacenter

● Amsterdam, Netherlands (knams & esams)
● Caching datacenter
● Servers now in esams (Haarlem), peering in knams

● Ashburn, Virginia, USA (eqiad)
● Deployment ongoing, started Feb 2011
● Proper redundancy, better peering, cheaper transit
● Will have all Tampa services for redundancy



  

Architecture: LAMP...



  

...on steroids



  



  

Apache servers

● Apache servers run PHP & MediaWiki
● Page views and almost everything else is 

rendered here
● Logged-in users hit Apaches directly, 

anonymous users go through Squid
● Dedicated pools for image scaling, api.php and 

JS/CSS bundling
● 182 Apaches, all in Tampa



  



  

Squid/Varnish caching

● All requests go through a caching layer
● Page views are cached in Squid for anonymous 

users. Logged-in users bypass the cache
● Images are cached in Squid for everyone
● Resources (JS, CSS, icons) are cached in 

Varnish
● High hit rates: ~75-85% for text, ~98% for media 

and resources 
● Servers: 51 in Tampa, 53 in Amsterdam



  

CARP



  

Squid invalidation

● Pages and media can be edited at any time
● Showing stale versions is not acceptable
● Use on-demand purging

● Apache server in Tampa sends HTCP purge 
messages over UDP

● Multicast to all Tampa Squids
● Relay copies all purges to Amsterdam



  



  

Memcached

● Object cache written in C
● Very simple, very fast
● Sharded based on key hash
● Runs on ~1/3 of Apache servers
● MediaWiki uses memcached to store:

● Parse results (parser cache)
● Translations (localization cache)
● ...and much more



  



  

MySQL

● Separate database for each wiki
● Databases split over 7 clusters
● Each cluster has one read/write master server 

and 2-4 read-only slave servers
● MediaWiki does load balancing, accounts for 

replication lag



  



  

External storage

● Stores page contents (wikitext)
● Content of all historical revisions is stored
● Optimized for space, not speed
● Delta-based compression, saves 93% 

compared to gzipping individual revisions
● Fetches are expensive, cached in memcached
● Used to live on Apache servers, now on 

dedicated DB servers



  



  

Media storage

● Sun storage servers, also run web server
● Apaches and scalers access storage via NFS
● This is not scalable and not open source
● Will be replaced with OpenStack Swift



  

Thumbnail generation

● HTML generation 
assumes all 
thumbnails exist

● 404 handler tells 
scalers to generate 
missing thumbnails



  



  

LVS-DR

● Linux Virtual Server 
in Direct Routing 
mode

● All servers listen on 
the same public IP

● Return traffic does 
not go through LVS!

● Used for load 
balancing Apaches



  



  

GeoDNS

● Geographic load balancing using CNAMEs
● *.wikipedia.org → wikipedia-lb.wikimedia.org

● → wikipedia-lb.esams.wikimedia.org or
● → wikipedia-lb.pmtpa.wikimedia.org

● -lb CNAME points to esams if the DNS 
resolver's IP is European, pmtpa otherwise

● Using PowerDNS with a Geobackend
● Extensible to more than 2 locations



  

SSL termination

● Old secure gateway: http://en.wikipedia.org → 
https://secure.wikimedia.org/wikipedia/en

● Single server, bypassed caching
● Since October 2011: https://en.wikipedia.org 

supported
● 4 SSL termination gateways in each datacenter

● SSL termination with nginx
● Happens before Squid, so benefits from caching
● Support added to MediaWiki 1.18

http://en.wikipedia.org/
https://secure.wikimedia.org/wikipedia/en
https://en.wikipedia.org/


  

Wikimedia Labs



  

Puppet

● Configuration management tool
● Written in Ruby
● Manifests written in declarative language

● Describe classes of hosts
● List classes each host is in

● puppetd runs periodically on each host
● Queries puppet master for config changes
● Applies config changes (packages, files, etc.)



  

Puppet example



  

Puppet in git

● With puppet, architecture = code
● So manage it like code
● Puppet manifests are in a git repo
● Repo is now public



  

Gerrit

● Code review tool for git
● Web UI for merging revisions



  

Ops as a software project

● Our site operations have now become an open 
source software project!

● Anyone can create a gerrit account and submit 
changes

● Submitted changes go to the review queue
● When accepted, they're merged into the test 

branch
● From the test branch, changes are cherry-

picked to the production branch



  

Labs VMs

● VM cluster managed by OpenStack Nova
● Nova is a cloud computing controller
● API-compatible with Amazon EC2

● Managed from MediaWiki using the 
OpenStackManager extension
● Web interface for creating and managing VMs
● Also manages users, projects, groups, etc.



  

Test cluster

● Clone of the Wikimedia cluster in VMs
● Built using 'test' branch of puppet repo
● Workflow

● Submit change for review in Gerrit
● When approved, merge into test branch
● Test change on test cluster
● Cherry-pick to production branch
● Deploy to live site

● Essentially this is continuous integration for ops



  

VMs for everyone!

● Anyone with an account can create VMs
● Easily clone a Wikimedia server, or the entire 

cluster
● Run your own branch of the puppet repo
● Test and experiment before submitting changes 

to gerrit



  

Progress

● The Wikimedia labs project is still in progress
● You can already:

● read our puppet manifests
● submit puppet changes to gerrit
● create VMs based on selected server types

● TODO
● puppetize all of our servers
● create test cluster
● support creating VMs for any server type



  

Visual editor



  

This is a bit scary



  

This is very scary



  

A few screenfuls later...



  

What we want

● A visual editor that's easy to use
● Kind of WYSIWYG-like but not really

● Written in JavaScript
● Able to parse and render wikitext in JS



  

New parser

● Wikitext is not a well-defined language
● No real grammar or specification
● Test library with ~600 cases
● “What the parser does”

● Parser implementation has issues
● Lacks separation between parsing and rendering
● Doesn't output a parse tree
● Can only output HTML

● We're now writing a new parser in JavaScript
● Lots of legacy content, so minimize incompatibility



  

WikiDOM

● Essentially a parse tree for wikitext
● Structured representation in JSON
● WikiDOM can be rendered to multiple formats

● back to wikitext
● HTML for page view
● Others? HTML for mobile? PDF?

● Problem: wikitext → WikiDOM → wikitext round-
trips not always clean
● Proposed solution: normalize pages before enabling



  

Edit surface

● We need a flexible in-browser editor
● <textarea> does not allow display of rich content
● <iframe> with contentEditable gives us too little 

control over selection, cursor movement, etc.

● Solution: write an edit surface from scratch in 
JavaScript
● Con: you have to implement all the basics yourself
● Pro: after that, the sky is the limit



  

Tying them together

● New parser parses wikitext, generates a 
WikiDOM

● Edit surface renders WikiDOM, allows user 
interaction

● Transaction layer manipulates WikiDOM
● After editing, WikiDOM is rendered back to 

wikitext



  

Progress

● Pretty far from completion
● First demo of edit surface expected in Dec 2011
● Eventual deployment will be long and painful



  

Demo



  

Links

● https://wikitech.wikimedia.org/view/Presentations
● https://labsconsole.wikimedia.org/
● http://tinyurl.com/wmlabsblog
● http://ganglia.wikimedia.org/
● https://www.mediawiki.org/wiki/Visual_editor

https://wikitech.wikimedia.org/view/Presentations
https://labsconsole.wikimedia.org/
http://tinyurl.com/wmlabsblog
http://ganglia.wikimedia.org/
https://www.mediawiki.org/wiki/Visual_editor


  

Credits

● Slide 1: Wikimedia logo circle 
https://commons.wikimedia.org/wiki/File:Wikimedia_logo_family.png

● Slide 1: CC-BY-SA logo https://creativecommons.org/licenses/

● Slide 7: datacenter information derived from Rob Halsell's “Wikimedia 
Operations Overview” presentation (2011), see 
https://wikitech.wikimedia.org/view/Presentations

● Slide 8, 9, 10, 12, 14, 16, 18, 20, 22, 24, 25, 26, 27: diagrams copied from 
Ryan Lane's “Wikimedia Architecture/Community/The Site Architecture you 
can edit”

https://commons.wikimedia.org/wiki/File:Wikimedia_logo_family.png
https://creativecommons.org/licenses/
https://wikitech.wikimedia.org/view/Presentations
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